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Abstract: The construction industry faces the challenge of conserving natural resources while main-
taining environmental sustainability. This study investigates the feasibility of using recycled materials,
particularly crushed clay bricks, as replacements for conventional aggregates in concrete. The research
aims to optimize the performance of both single regression tree models and ensembles of regression
trees in predicting concrete properties. The study focuses on optimizing key parameters like the
minimum leaf size in the models. By testing various minimum leaf sizes and ensemble methods such
as Random Forest and TreeBagger, the study evaluates metrics including Root Mean Squared Error
(RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), and the coefficient of
determination (R2). The analysis indicates that the most influential factors on concrete characteristics
are the concrete’s age, the amount of superplasticizer used, and the size of crushed brick particles
exceeding 4 mm. Additionally, the water-to-cement ratio significantly impacts the predictions. The
regression tree models showed optimal performance with a minimum leaf size, achieving an RMSE
of 4.00, an MAE of 2.95, an MAPE of 0.10, and an R2 of 0.96.

Keywords: concrete with recycled bricks; compressive strength; soft computing methods

1. Introduction

The efficient utilization of limited natural resources is vital for environmental preserva-
tion. Since aggregates comprise approximately 60 to 75 percent of a concrete’s total volume,
reducing natural aggregate consumption will significantly benefit the environment [1].

Earthquakes can produce substantial amounts of construction debris, which necessitate
proper disposal. This issue can be mitigated or minimized by accurately predicting the risk
and extent of earthquake damage, followed by the timely and appropriate renovation of
susceptible structures. Also, the EU stipulates that a minimum of 70% of non-hazardous
construction waste must be recovered by recycling, preparation for reuse, and other material
recovery procedures, which is not even close to being achieved.

Therefore, using recycled materials instead of natural aggregates in concrete is im-
portant due to their environmentally sustainable nature. Including crushed clay bricks
and clay roof tiles as substitutes for traditional aggregates is particularly noteworthy. This
approach addresses waste management concerns and contributes to conserving natural
resources. Consequently, concrete with recycled brick emerges as a promising and eco-
friendly material deserving thorough exploration to uncover its unique properties.

The feasibility of using crushed brick as an aggregate hinges on the material’s condi-
tion, ensuring it meets the essential aggregate properties and the specific requirements for
the final concrete product or the structure in which it will be incorporated. The properties
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of crushed brick as an aggregate that differ from the properties of aggregates from natural
deposits are density, water absorption, and pollution.

Numerous countries have recently published insightful studies regarding using recy-
cled brick concrete. Nevertheless, the majority of the research has concentrated on using
recycled brick as a coarse aggregate, with relatively few studies investigating its application
as a fine aggregate or in combinations of both types of aggregates. Generally, recycled
brick is lighter than traditional aggregates, resulting in a notable reduction in the struc-
ture’s self-weight when incorporated into concrete. This reduction in self-weight offers
benefits in terms of transportation and cost-effectiveness. Several studies indicate that
substituting 15–25% of coarse aggregate with recycled brick or 50% of fine aggregate with
recycled brick leads to concrete with mechanical properties nearly equivalent to conven-
tional concrete [1–3]. Additionally, recycled brick can enhance concrete’s fire resistance due
to its favorable electrical conductivity and thermal expansion properties. Furthermore, the
strength of concrete containing recycled brick remains unaffected by the strength of the
recycled brick itself. Research conducted by Khalaf and DeVenny [4], as well as Rekha and
Malasani [5], has shown that concrete made with recycled brick aggregates can have heat
resistance properties that are comparable to or even better than those of concrete made with
natural aggregates at elevated temperatures. With numerous advantages, recycled brick
concrete holds significant potential in the construction industry. One crucial mechanical
property is its compressive strength, highlighting the need for further research.

The research by Kim et al. [6] explored the use of machine learning integrated with
micromechanics to predict the mechanical behavior of concrete with crushed clay brick
aggregates. Through experimental studies evaluating different mix ratios and aggregate
replacement rates, it was found that concrete with crushed clay brick typically exhibits
lower compressive strength. Their innovative approach combines experimental data with
micromechanical models to enhance prediction accuracy, offering insights that could lead
to more sustainable construction practices by optimizing recycled materials.

Lang et al. [7] employed artificial intelligence techniques, such as artificial neural
networks and multigene genetic programming, to create precise models for predicting the
compressive strength and elastic modulus of recycled brick aggregate concrete (RBAC).
Their research highlighted that the mechanical properties of RBAC are mainly influenced
by the cement paste’s standard strength, the water-to-cement ratio, the sand-to-aggregate
mass ratio, the replacement ratio of the recycled brick aggregates, and the mass-weighted
water absorption ratio of coarse aggregates. These AI models effectively captured the
trends of these variables, providing dependable predictive outcomes. The study achieved
accuracy with an RMSE of 2.797 and a MAPE of 0.122.

Thi Mai et al. [8] proposed an effective method for predicting the compressive strength
(CS) of recycled brick aggregate concrete (RBAC) using ensemble machine learning (ML)
models, including Gradient Boosting, Light Gradient Boosting, AdaBoost, Extreme Gradi-
ent Boosting, Stacking, and Voting. Their analysis found that the Stacking model performed
the best and most consistently in predicting the compressive strength of recycled brick
concrete (RBC). During validation, the Stacking model achieved an average R2 score of 0.88,
with RMSE, MAE, and MAPE values of 3.92 MPa, 2.80 MPa, and 0.13, respectively. The
model’s robustness was confirmed through stable prediction metrics across 20 simulations.
In the testing phase, the Stacking model maintained high reliability, showing R2 scores
up to 0.95, an RMSE as low as 2.70 MPa, and an MAE at 2.09 MPa, demonstrating its
practical applicability.

This research explores the potential of RBAC in construction applications, assessing its
mechanical properties and structural viability. The study employs sophisticated artificial
intelligence techniques, focusing on tree-based methods, to create predictive models for the
compressive strength of RBAC. These models aim to support the integration of RBAC in engi-
neering applications, promoting both dependability and eco-friendliness. The investigation
into RBAC not only supports waste reduction but also advances the utilization of recycled
materials in load-bearing applications, aligning with global sustainability objectives.
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2. Tree-Based Methods
2.1. Regression tree

Regression trees, a subset of decision trees, are used for forecasting continuous numer-
ical outcomes. In regression trees, each leaf represents a specific numerical value. Binary
recursive splitting, implemented in regression trees, is a process where nodes are split into
two child nodes repeatedly, forming a binary tree (Figure 1).

Figure 1. Segmentation of the input space into distinct regions and the corresponding 3D regression
surface represented within the framework of a regression tree [9].

Let the dataset consist of p values of the input variable and one value of the output
variable, for each of N observations, i.e., (xi, yi) where i = 1, 2, . . ., N, and xi =

(
xi1, xi2, . . . , xip

)
.

Within the tree formation algorithm, it is necessary to determine the variables (splitting
variables) on which the splitting will be performed and the value (split points) on which the
splitting will be performed.

At each node, the dataset is split based on a feature value (input variable) that optimizes
a specific criterion. Building regression trees entails identifying the optimal variables and split
points to effectively divide the input space into regions. This process involves minimizing
a specific mathematical expression (Equation (1)) across all input variables to reduce the
sum of the squared differences between the observed and predicted values within these
regions [10–14].

min
j,s

min
c1

∑
xi∈R1(j,s)

(yi − c1)
2 + min

c2
∑

xi∈R2(j,s)
(yi − c2)

2

 (1)

Suppose that it is segmented the space in M regions R1, R2, . . . , RM.
In this context, the output model assigns a constant value cm to each region, which is

represented by the following form (Equation (2)):

f (x) =
M

∑
m=1

cm I(x ∈ Rm). (2)

ĉm represents the mean value yi for the region Rm, respectively (3):

ĉm = average(yi|xi ∈ Rm). (3)

After determining the split points, the tree construction process progressively partitions
the regions by optimizing at each step, focusing on immediate benefits (greedy approach).

2.2. Bagging and Random Forest

An individual regression tree model may perform well on the training set but might
not generalize effectively to the test dataset. Bootstrap aggregation (Bagging) is a technique
that can help address this issue.
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Given a set of n independent observations Z1, Z2, . . . , Zn, each with a variance of σ2,
the variance of the mean value Z of the observations will have a value of σ2/n. Bootstrap
aggregation, or Bagging, requires creating multiple training datasets to lower variance
by averaging their outcomes. This is achieved through the bootstrap sampling technique,
where repeated samples are drawn with replacement from the original training set. Bagging
leverages this method to improve model generalization [10–14].

In this way, it is possible to generate B different bootstrap training sets, on which we
can train models, and thus obtain B different models of regression trees.

When a model is trained on each bootstrap sample, it produces a prediction function
f̂ ∗b(x) at point x. By averaging the predictions from all B models, the aggregate prediction
function can be expressed as follows (Equation (4)):

f̂bag(x) =
1
B

B

∑
b=1

f̂ ∗b(x). (4)

Typically, the ensemble consists of several hundred to several thousand models [10].
The Random Forest method [10–14] is quite similar to the Bagging method; it is based

on regression trees and the segmentation of the input space into simpler areas using binary
recursive segmentation. When creating the tree, we also use the greedy algorithm and the
same procedure for determining the variable on which the splitting will be performed as
well as the splitting points.

The Random Forest method distinguishes itself by not utilizing all variables during
model generation. Instead, it selects a random subset of variables for each split, resulting in
decorrelated regression trees. This approach reduces variance when the ensemble’s results
are averaged, leading to a more robust mean prediction.

The process of forming different models is based on the bootstrap method, by means
of which are formed a large number of training sets for forming regression tree models.
When constructing regression trees (Figure 2), only a random subset of variables is selected
for each split, rather than using the entire set of available variables. Splits are performed
based solely on these chosen variables.

Figure 2. Creating regression tree ensembles using the Bagging algorithm [15].
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If the complete set of input variables were used, the resulting model would be the
same as the one generated by the Bagging method.

3. Case Study

The creation of a model for forecasting the compressive strength of concrete over time
(CS) was realized based on the collected database, consisting of 264 concrete samples, from
the literature [2,3,16–20].

The strength of concrete CS was analyzed as an output variable as a function of the
following input variable: water–cement factor (WC), cement (C), sand (S), fine aggregate
(FA), coarse aggregate (CA), superplasticizer (SP), crushed brick aggregate whose grains
are smaller than 4 mm (CB1), and aggregate from broken bricks whose grains are larger
than 4 mm (CB2). The total database is divided into approximately 70% of the data (Table 1)
for model training and approximately 30% (Table 2) for model testing.

Table 1. Statistical evaluation of input and output parameters for the training set.

Min Max Average Std. Mode Count

WC 0.30 1.05 0.76 0.18 0.60 185
C [kg/m3] 300.00 514.00 414.99 63.29 400.00 185
S [kg/m3] 0.00 847.40 280.60 313.42 0.00 185

FA [kg/m3] 0.00 960.00 262.71 344.01 0.00 185
CA [kg/m3] 0.00 1309.00 718.73 488.00 0.00 185
SP [kg/m3] 0.00 10.00 2.48 2.99 0.00 185

CB1 [kg/m3] 0.00 660.00 163.13 211.23 0.00 185
CB2 [kg/m3] 0.00 1000.00 240.73 318.37 0.00 185

CS [MPa] 3.00 90.00 29.52 27.05 28.00 185

Table 2. Statistical evaluation of input and output parameters for the testing set.

Min Max Average Std. Mode Count

WC 0.30 0.64 0.48 0.10 0.60 79
C [kg/m3] 300.00 514.00 416.81 68.66 400.00 79
S [kg/m3] 0.00 847.40 312.08 316.09 0.00 79

FA [kg/m3] 0.00 960.00 250.67 333.30 0.00 79
CA [kg/m3] 0.00 1287.78 655.45 512.68 0.00 79
SP [kg/m3] 0.00 10.00 2.67 2.92 0.00 79

CB1 [kg/m3] 0.00 660.00 135.63 192.89 0.00 79
CB2 [kg/m3] 0.00 1013.00 296.29 372.11 0.00 79

CS [MPa] 3.00 90.00 25.77 21.79 28.00 79

The division into sets for training and testing was performed to make both subsets
have as similar statistical characteristics as possible. Before the final adoption of a certain
model, it was necessary to examine the generalization properties of the model. Different
accuracy measures were used to evaluate different types of model accuracy. The model’s
quality in the study was assessed using statistical criteria, including RMSE, MAE, MAPE,
and R.

4. Discussion

The fitrtree Matlab function is used to fit a regression tree to data. Its default param-
eters include using the ‘squared error’ split criterion for node-splitting, a minimum of
one observation per leaf node, and no limit on the number of splits (tree depth), allowing
the tree to grow until all leaves are pure or contain fewer than the minimum number of
observations. In this research, the minimum number of data points assigned to a terminal
leaf ranges from 1 to 10. The accuracy of the Regression Trees model is given in Table 3.
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Table 3. Accuracy of obtained regression tree models for compressive strength prediction.

Min Leaf Size RMSE MAE MAPE/100 R

1 4.0018 2.9484 0.0994 0.9643
2 4.0836 3.0310 0.1031 0.9630
3 4.1220 3.0524 0.1056 0.9613
4 4.5594 3.1372 0.1119 0.9525
5 4.6277 3.2788 0.1194 0.9519
6 5.6686 3.7764 0.1458 0.92876
7 6.6324 4.1968 0.1619 0.8960
8 7.3789 5.2818 0.1874 0.8716
9 7.4962 5.3644 0.1929 0.8672
10 6.9874 5.0939 5.0939 0.8841

The process of creating the regression tree model was performed algorithmically
through the following steps:

1. Initiation: The algorithm starts at the root node with the entire dataset.
2. Calculating squared differences: For each potential split, determine the sum of squared

differences between the observed and predicted values as specified in Equation (1).
3. Select the best split: Choose the split that results in the lowest squared error values,

partitioning the data into two child nodes.
4. Recursive splitting: Repeat steps 2 and 3 for each child node, continuing the process

of splitting until stopping criteria are reached (e.g., when a node has less than a
predetermined number of samples).

5. Creation of the final model: After reaching the stopping criteria, the algorithm final-
izes the structure of the decision tree. Each terminal node represents a decision or
prediction based on the mean values within that node.

The structure of the optimal regression tree model from Table 3 is presented in the
Appendix A (Figure A1: Optimal regression tree model).

Bagging algorithm:

1. For values b = 1, 2, . . ., B where B = 500 and represents the number of generated
regression trees.

• A bootstrap sample of size N was generated, as was the original set, using the training
data set.

• The generated regression tree Tb was trained on the thus defined bootstrap sample,
recursively repeating the following steps for each node in the tree:

(a) m random variables were chosen from p possible variables (with the difference
that with the TreeBagger algorithm the number of random variables is equal
to the total number of variables, while with the Random Forest model that
number is less than the total number of variables).

(b) The best variable and the value of the point of division, that is, the point of
splitting between the m selected variables, was found.

(c) The node is divided into left and right part.

2. A set of trees {Tb}B
1 is formed.

3. When predicting the regression, the averaging of the output of the generated trees
was used:

f̂RF(x) =
B

∑
b=1

Tb(x).

When constructing tree submodels for ensembles using the TreeBagger and Random
Forest algorithms, the minimum number of data points per terminal leaf varied from 1 to
10 in increments of 1.

In the Random Forest ensemble tree model, the size of the subset of input variables
was varied, on which splitting was performed from 1 to the total number of variables,
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which in this research is 9. All forecast models were evaluated with respect to the defined
accuracy criteria of RMSE, MAE, MAPE, and R (Figure 3).

Figure 3. Assessment of the accuracy of RF and TB models based on the number of randomly selected
splitting variables and minimum leaf size: (a) RMSE, (b) MAE, (c) MAPE, (d) R.

Regarding the defined criteria of accuracy in terms of RMSE and MAE, the Random
Forest model with the following hyperparameters proved to be optimal: the number of
ensemble trees equal to 500, the number of variables and tree splitting equal to 8, and the
minimum number of data per terminal leaf (min leaf size) equal to 1. For MAPE and R
values, the optimal TreeBagger model had the following hyperparameters: 500 trees in
the ensemble, all variables considered for splitting, and a minimum of 1 data point per
terminal leaf.

In this research, the importance of predictors in a model is assessed by observing
the change in the out-of-bag (OOB) prediction error when the values of each predictor
are randomly shuffled (Figure 4). A significant increase in OOB error after permutation
indicates a high importance of that predictor. This process is repeated for all predictors to
rank their influence on the model’s predictive performance.

Optimal values for all models according to the defined criteria are bolded and shown
in Table 4.
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Figure 4. Importance of predictors (input variables’ importance).

Table 4. Comparative evaluation of the results from various tree-based models for predicting
compressive strength (CS).

Model RMSE MAE MAPE/100 R

Regression tree 4.0018 2.9484 0.0994 0.9643
TreeBagger 4.1820 2.8387 0.1022 0.9618

Random Forest 4.2280 2.8483 0.1020 0.9608

5. Conclusions

This study demonstrates the potential of machine learning methods in promoting
sustainable concrete production through the use of crushed brick aggregate. By applying
sophisticated tree-based models like regression trees, Random Forest, and TreeBagger, the
research successfully predicted the compressive strength of concrete made with recycled
brick aggregates.

Among the models tested, the regression tree model emerged as the most precise,
with an impressive Root Mean Squared Error (RMSE) of 4.00, Mean Absolute Error (MAE)
of 2.95, and Mean Absolute Percentage Error (MAPE) of 0.10, along with a coefficient of
determination (R2) of 0.96. These results not only confirm the model’s accuracy, but also
demonstrate its practical reliability.

The importance of specific features in predicting concrete characteristics was also
a critical part of our analysis. Factors such as the age of the concrete, the addition of
superplasticizer, and the size of the crushed bricks proved pivotal. The model’s ability to
accurately weigh these variables significantly enhanced its predictive performance.

Using machine learning models in this context supports a more targeted and efficient
approach to designing sustainable concrete mixes. The precision of these models offers
a promising avenue for future research focusing on optimizing the mix designs for even
better environmental and mechanical outcomes.

This research not only advances our understanding of sustainable materials, but also
paves the way for more scientifically informed decisions in the construction industry,
promoting the broader adoption of recycled materials.
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